Saccadic adaptation to a systematically varying disturbance
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Cassanello CR, Ohl S, Rolfs M. Saccadic adaptation to a systematically varying disturbance. J Neurophysiol 116: 336–350, 2016. First published April 20, 2016; doi:10.1152/jn.00206.2016.—Saccadic adaptation maintains the correct mapping between eye movements and their targets, yet the dynamics of saccadic gain changes in the presence of systematically varying disturbances has not been extensively studied. Here we assessed changes in the gain of saccade amplitudes induced by continuous and periodic postsaccadic visual feedback. Observers made saccades following a sequence of target steps either along the horizontal meridian (Two-way adaptation) or with unconstrained saccade directions (Global adaptation). An intrasaccadic step—following a sinusoidal variation as a function of the trial number (with 3 different frequencies tested in separate blocks)—consistently displaced the target along its vector. The oculomotor system responded to the resulting feedback error by modifying saccade amplitudes in a periodic fashion with similar frequency of variation but lagging the disturbance by a few tens of trials. This periodic response was superimposed on a drift toward stronger hypometria with similar asymptotes and decay rates across stimulus conditions. The magnitude of the periodic response decreased with increasing frequency and was smaller and more delayed for Global than Two-way adaptation. These results suggest that—in addition to the well-characterized return-to-baseline response observed in protocols using constant visual feedback—the oculomotor system attempts to minimize the feedback error by integrating its variation across trials. This process resembles a convolution with an internal response function, whose structure would be determined by coefficients of the learning model. Our protocol reveals this fast learning process in single short experimental sessions, qualifying it for the study of sensorimotor learning in health and disease.

NEW & NOTEWORTHY

Saccadic adaptation maintains the mapping between rapid eye movements and their visual targets. We studied the dynamics of this process, using an intrasaccadic target displacement that changed in size as a sinusoidal function of the trial number. The oculomotor response displayed two independent components—a delayed periodic change in saccade gain superimposed on a drift toward higher hypometria (despite the displacements’ zero mean). We quantified this response and discuss possible origins and underlying learning processes.

OCULAR SACCADES are fast and accurate eye movements that rapidly recenter gaze to sample relevant information in the visual environment. Because of their ballistic nature, they need to be preprogrammed and online visual feedback cannot be used to correct the ongoing movement. Mechanisms of saccadic adaptation therefore must largely rely on past experience and active predictions (Chen-Harris et al. 2008; Ethier et al. 2008a) rather than closed-loop sensory information to maintain the accuracy of saccades by adjusting the amplitude (Herman et al. 2013; Hopp and Fuchs 2004; McLaughlin 1967) or direction (Azadi and Harwood 2014; Collins et al. 2010; Harwood and Wallman 2004) of subsequent movements.

Adaptation in saccade amplitude can be revealed in the laboratory with a double-step protocol. The first step turns the (presaccadic) target into the goal or proxy for the upcoming saccade. The second step then systematically shifts the target to a position different from the saccade proxy, contingent with the onset of the eye movement and thus during the interval of suppression of displacement (Bridgeman et al. 1975). In most studies, this imperceptible intrasaccadic step (ISS) displaces the target by a constant proportion of the size of the first step in the direction along the target vector (Fig. 1A; McLaughlin 1967; for review see Hopp and Fuchs 2004). Substantial adaptation can be induced, even for ISS as small as 2.5% of the first step amplitude (Herman et al. 2013). At the beginning of a block of adapting trials, the constant ISS produces a commensurate postsaccadic visual error (VE) that decreases in size across trials as the oculomotor system progressively adjusts the amplitude of the saccade. Therefore, this protocol naturally features a passive systematic variation of the VE even when the inducing disturbance is apparently constant. Reciprocally, it is possible to keep the VE constant a posteriori of the saccade landing (Robinson et al. 2003; Fig. 1B), in which case the ISS will evolve temporally although still in a passive way. Note that in both cases a feature pertaining to the disturbance that was experimentally implemented to be constant inherited dynamics as a consequence of the error correcting process.

In the present study, we investigated how adaptation manifests in the presence of a disturbance that follows a continuous evolution on its own. Our objectives can be summarized as follows. First, we assessed whether the oculomotor system indeed showed a discernible and reproducible response that had structural features related to the disturbance. In fact, the system may respond in an unspecific way (e.g., Wei et al. 2010), for example, fluctuating around the mean of the surreptitious target displacement generated by the disturbance. Second, in parameterizing and fitting the observed response—that, as we show, was related to the disturbance—we sought a sensitive and reliable estimation procedure to obtain its parameters without requiring several repetitions of the experimental runs. Seeking these features in the experimental design would allow use of the protocol to study oculomotor plasticity in
Clinical populations of patients with focal cerebellar and thalamo-cortical lesions (e.g., Alahyane et al. 2008b; Ostendorf et al. 2010, 2012; Panouillères et al. 2013) and patients with various neurological or mental disorders (e.g., Golla et al. 2007; Rösler et al. 2015; review in MacAskill et al. 2002) as well as in aging groups (e.g., Bock et al. 2014). Third, we were curious to investigate whether the learning process induced by a disturbance endowed with a temporally structured variation would unveil new features that were not accessible with the fixed-step protocol. These features could further constrain current models of sensorimotor learning, for example, with respect to the number and dynamics of the learning processes involved, the nature of the biases encountered, the window of integration that the system needs to track to mitigate the features of the disturbance, as well as possible dissociations between oculomotor bias and error correction-based effects.

To fulfill these goals we adapted a protocol recently introduced in a study of manual reach movements (Hudson and Landy 2012) to study changes in saccadic amplitude under a gradually and periodically changing but otherwise noise-free stimulus (Fig. 1C). 1 Observers made saccades to targets that underwent an ISS with sinusoidal variation across trials. Across experimental sessions, we manipulated the frequencies of these sinusoidal variations within the same subjects. For two different types of adaptation, Two-way and Global (Garaas and Pomplun 2011; Rolfs et al. 2010), the oculomotor system responded to these surreptitious sinusoidal target displacements by acquiring a sinusoidal variation of commensurate frequency in the amplitude of the saccades that lagged the ISS by a few tens of trials. This periodic response was superimposed on a drift of the baseline of the saccade landing, which in almost all cases monotonically increased the participant’s hypometria. On the basis of these findings, we discuss how our paradigm may help unveil modifications needed to constrain or revise models of error-correcting mechanisms and make them consistent with the rich dynamics of plasticity in saccadic behavior. In particular, we argue that both components of the oculomotor response can be captured qualitatively with a simple learning algorithm known as the delta rule (Baddeley et al. 2003; Nassar et al. 2010; Rescorla and Wagner 1972; Srimal et al. 2008; Sutton and Barto 1981)—or a variant of it—in which the amplitude of the upcoming saccade results from weighting the predicted size of the last saccade (possibly with imperfect retention; e.g., Rolfs et al. 2010; Smith et al. 2006) and the last experienced VE. Because, in our paradigm the disturbance possesses dynamics of its own (as opposed to fixed-step protocols), the iteration implicit in the delta rule dissociates the effects produced by the constant components of the disturbance from those associated with its trial-by-trial variation. Thus the oculomotor response would arise from a process that resembles a response function that weights and integrates the disturbance experienced over some temporal window. In this framework, we argue, the lag and amplitude of the periodic component, and the asymptotic value of the baseline drift in the experimentally observed oculomotor response, may help determine the size of the learning parameters as well as the extent of the window of integration.

MATERIALS AND METHODS

Participants

Ten observers (age 20–55 yr, 5 women, 5 men; 7 right eye dominant, all right-handed) with normal or corrected-to-normal vision performed the experiment. Two authors participated; all remaining participants were naive with respect to the purposes of the experiment. The experimental protocols were submitted to and approved by the Institutional Review Board of the Psychology Department of the Humboldt University of Berlin. We obtained written informed consent from all participants prior to their inclusion in the study, which conformed to the Declaration of Helsinki.

Setup

Participants sat in a darkened room with their head stabilized with chin and forehead rests, 57 cm from a Sony GDM-FW900 24-in. CRT screen (1,280 × 800 pixels, 100-Hz vertical refresh rate). We recorded movements of the dominant eye (determined for each observer with a hole-in-card test) with an EyeLink 1000 system (SR Research, Osgoode, ON, Canada) having an average spatial resolution of 15–30 min-arc of visual angle and a sampling rate of 1,000 Hz. The experiment was controlled with the Psychophysics (Brainard 1997; Kleiner et al. 2007; Pelli 1997) and EyeLink (Cornellissen et al. 2002) toolboxes for MATLAB (MathWorks, Natick, MA).

Procedure

We tested each observer in two different protocols (Fig. 2, A–D): Whereas Two-way adaptation yields vector-specific adaptation fields (e.g., Alahyane et al. 2008a; Albano 1996), Global adaptation results in a change in saccade gain that affects all saccade vectors (Garaas and Pomplun 2011; Rolfs et al. 2010). We ran each protocol in separate sessions, with at least 1 day in between, and counterbalanced their order across observers. Each session started with a standard nine-point grid calibration-validation procedure of the eye tracker, which we repeated whenever fixation could no longer be detected in a circular fixation area with a radius of 1.5 degrees of visual angle (dva) centered on the target (Fig. 2, C and D). Each of the two sessions

---

1 A reviewer pointed out to us a related experimental protocol, presented at the Society for Neuroscience Meeting in 2004 (Harwood and Wallman 2004).
trials in which the ISS was varied in a sinusoidal fashion between
no ISS. A trial started with presentation of a red fixation point, 0.3 dva in
radius, against a gray background. When the position of the
dominant eye was detected within the fixation area of 1.5 dva from
that fixation point for at least 200 ms, the fixation point turned black
and, after a fixation period of 50–350 ms (drawn from a uniform
distribution), it was displaced to a new position to become the target
for the impending saccade, with the constraint that the target remained
within the invisible borders of a circular target area (radius of 12 dva,
centered on the screen; Fig. 2, C and D). We instructed participants
to move their eyes quickly to this newly defined saccade target.

The first trial started from the screen center, and subsequent trials
continued from the latest target position. We ensured that observers
followed the target with the eyes by monitoring gaze position through-
out the trial. After target onset, saccades were detected online as soon
as the gaze left the boundary of a circular fixation area (1.5 dva around
the fixation point). In adapting trials, saccades triggered an ISS of the
target stimulus (see below), displacing it along the direction of the
saccade in the next screen refresh. On each trial of Two-way adapta-
tion, the fixation target stepped horizontally to a presaccadic target
location at 8 dva eccentricity, either to the left or to the right of the
fixation point (Fig. 2, A and C). On each trial of Global adaptation, the
fixation target stepped in a random direction (0–359° polar angle, in
steps of 1° polar angle) to a presaccadic target location at 8 dva eccentricity (Fig. 2, B and D). The target was almost always (99.96% of
all trials) displaced before the eye landed (median of 30 ms before
saccade offset) and invariably within one screen refresh of saccade
landing, during saccadic suppression of displacement (Bridgeman
et al. 1975). The next trial started 200 ms after saccade onset. If fixation
broke because of blinks or large eye movements during the fixation
period, a warning appeared on the screen asking observers to maintain
fixation and the trial was rerun immediately.

Data Analysis

Saccade detection and trial exclusion. For data analysis, we de-
tected saccades off-line with an algorithm by Engbert and Mergenthal-
er (2006). Saccades were detected as outliers in the distribution of 2D
velocities of each trial (smoothed over 5 subsequent eye position
samples), exceeding the median velocity by 5 SD for at least 8 ms.
Events separated by ≤20 ms were merged into a single saccade, as
overshoots in saccades often result in the detection of two saccades.
Response saccades were defined as the first saccade that brought the
eye into a circular region around the presaccadic target with a radius
of half its eccentricity (4 dva). We excluded 3.42% (1,232 of 36,000)
of all trials from further analyses because blinks, the absence of a
response saccade, or saccades > 1 dva before a response saccade were
detected.

Modeling of the saccadic response. The target ISS followed a
sinusoidal change across trials:

\[
ISS = P \cdot \sin \left( \frac{2 \pi f \cdot n}{N} \right)
\]

Here, \(f\) is the frequency of the sinusoid in cycles per block, \(N\) is the
number of trials in an adaptation block, and \(n\) is the index of the
current trial. \(P\) is the maximum absolute magnitude of the ISS, i.e.,
the amplitude of the sinusoid that defines the ISS. It was fixed at 2
dva, so that the ISS changed in magnitude periodically and in a
sinusoidal fashion between −25% and +25% of the magnitude of the
presaccadic target eccentricity (8 dva). At fixed amplitude, the ISS at
trial \(n\) is fully determined by the angular frequency \(2\pi f / N\) that

\[f = \frac{N}{T} \cdot \frac{N}{2 \pi}
\]

where \(T\) is the number of cycles per block.
characterizes the rate of change of the sinusoid in each trial. Given that we used a fixed number of trials per adaptation block and a single ISS amplitude \((P = 2 \text{ dva})\), throughout this article, we express magnitude values as fractions of \(P\) and the frequency as the number of cycles per block (cpb). In all experiments, we set the initial phase to 0, which means that the magnitude of the ISS starts at 0 in the direction of positive ISS (outward steps of the saccade target) first.

Saccadic amplitude adaptation is usually described in terms of the changes in saccade gain (SG), defined as the ratio of the saccade amplitude (SA) to the presaccadic position error (PE; Fig. 2E). During nonadapting trials and at the beginning of the adaptation blocks, SG is typically slightly smaller than 1, which means that the saccade undershoots the target. Here, we were primarily concerned with how closely the changes in SA resembled the disturbance. Thus we considered the changes of the adaptation gain, defined as the landing error, \(SA - PE\), expressed as a proportion of \(P\), the constant amplitude of the ISS:

\[
\text{adaptation gain} = \frac{SA - PE}{P} = \left(\frac{SA}{PE} - 1\right) \cdot \frac{PE}{P} = \left(\frac{SA}{PE} - 1\right) \cdot \frac{PE}{P} = \left(\frac{SA}{PE} - 1\right) \cdot \frac{PE}{P} \\
\]

Note that PE is measured from the eye position at saccade onset (not necessarily coincidental with the position of the fixation point; Fig. 2E). This definition of saccade landing error was easy to generalize to the random direction geometry used in the Global adaptation condition. Equation 2 also gives a correspondence between our definition of adaptation gain and the usual saccade gain, \(SG = SA/PE\). Clearly, when SG equals 1, adaptation gain vanishes. Our definition therefore adopts the nonadaptation situation as the zero reference point. The presence of hemiparetia then manifests as a slightly negative baseline in the adaptation gain. As adaptation kicks in, Eq. 2 quantifies the departure of SG from 1 magnified by the ratio \(PE/P\) (i.e., \(-8/2 = 4\) in our experiments).

To obtain an idea of general patterns present in the data we first baseline averaged baseline differences between participants. To this end, we removed the mean from the adaptation gain of each adaptation block for each participant. Then we collapsed across participants the data for each frequency and each adaptation type tested and we removed the mean from the adaptation gain of each adaptation block for each participant. Then we collapsed across participants the data for each frequency and each adaptation type tested and we removed the mean from the adaptation gain of each adaptation block and each of the three parameters for the drift model became

\[
\Pi_{n=1}^{N} \frac{1}{2 \pi \sigma^2} \exp \left( -\frac{e(n)^2}{2 \sigma^2} \right) = \left( 2 \pi \sigma^2 \right)^{-N/2} \exp \left( -\frac{1}{2 \sigma^2} \sum_{n=1}^{N} (d(n) - \text{adaptation gain})^2 \right) \\
(4)
\]

Thus each specific model for the oculomotor response within the set explored was defined and indexed by a specific set of values of the parameters described in Eq. 3. The power of the noise representing the error, \(\sigma\), was a nuisance parameter (in which we were not interested). From a Bayesian point of view, the effect of parameters irrelevant to the purposes of the study could be accounted for by integrating over all possible values they could take, weighted by an appropriate prior probability distribution reflecting all information about such parameters available beforehand. If little or no information were available about a parameter to be integrated, a common procedure is to use a noninformative prior based solely on the mathematical properties that a probability distribution must obey. In the case of the standard deviation of Gaussian noise, \(1/\sigma\) is an appropriate noninformative prior (Brethorst 1988; Hudson and Landy 2012; Jeffreys 1946; Kass and Raftery 1995). After integration over the noise parameter using the prior \(1/\sigma\), the resulting joint probability density for the remaining parameters had the form

\[
p(B, B_o, \alpha, A, \nu, \phi) = \left[ \sum_{n=1}^{N} \left( B \cdot \exp(-\alpha \cdot n) + B_o + A \cdot \sin \left( \frac{2 \pi \nu}{N} \cdot n - \phi \right) - d(n) \right)^2 \right]^{-N/2} \\
(5)
\]

Finally, we obtained a posterior probability density for each parameter by integrating the joint density over the remaining parameters (for details, see Hudson and Landy 2012).

The estimation procedure we used required a choice of prior probabilities for each of the three parameters \(A, \nu,\) and \(\phi\) for the sinusoidal component and each of the three parameters for the drift in the baseline, \(B, B_o,\) and \(\alpha\). We chose uniform priors for all nonnuisance parameters. For the frequency, we selected a range between 2 and 8 cpb, including all ISS frequencies tested (3, 4, and 6 cpb). For the amplitude, informed by the data we limited the range to 0.3 since the amplitude of the sinusoidal component of the adaptation gain rarely reached 25% of the ISS amplitude. The lag was a circular variable because it was associated with a phase of a sinusoidal function. Therefore, we limited the prior distribution to one complete cycle to avoid the appearance of double peaks.

After a first estimation of all parameters we inspected the posterior distributions for the frequency because, as pointed out above, this was the only parameter determining the dynamics of the disturbance. We identified the mode of the posterior distributions for the frequency and corroborated that they matched well those of the disturbance (see Validation of Parameter Estimation Procedure: Fig. 5, E and F). Because uncertainty in the frequency affects the width in the posterior distribution of the lag parameter and possibly that of the amplitude, and because the data showed a coexistent (exponential) drift in the baseline involving the estimation of three other parameters, we decided to conduct the estimation in a hierarchical sequence. Therefore, we used a Dirac’s \(\delta\)-function centered on this estimate as a prior for the frequency and reestimated posterior distributions for all other parameters.
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Statistics. Throughout this article we report results as means ± SD for individual data and means ± SE when we discuss recordings or estimates across participants. To determine average parameters from the parameter estimation other than the frequency, we computed the mean and variance for each parameter and participant as the first two moments of the corresponding posterior probability distribution and took the average of the means weighted by their SDs (square root of the estimated variance) to generate each point on the population plot (see Fig. 6, A–F, right). Alternative estimators (e.g., the modes of the posterior densities, with and without weighting) gave qualitatively similar results.

We used 2 × 3 repeated-measures ANOVAs to assess the influence of the type of adaptation (Two-way vs. Global) and ISS frequency (3 vs. 4 vs. 6 cpb) on any dependent variable. To preempt potential violations of the sphericity assumption of the ANOVA, we applied Greenhouse-Geisser correction to the degrees of freedom. To follow up on interactions between two factors, we conducted post hoc comparisons using t-tests and adjusted the α level for multiple comparisons with Bonferroni correction.

RESULTS

Overall Saccade Parameters

Mean saccade latency and duration were similar across adaptation and nonadaptation blocks and across all three frequencies tested (Table 1). Saccade latency was slightly lower in the Two-way (156 ± 7 ms) than the Global (164 ± 6 ms) adaptation session, as evidenced in a main effect of adaptation type [F(1,9) = 6.90, P = 0.027]. Reduced latencies for Two-way adaptation were likely a consequence of the much higher predictability of target location (e.g., Rolfs and Vitu 2007). ISS frequency had no influence on saccade latency, and there was no interaction with adaptation type (all F < 1).

Saccade amplitudes were mostly hypometric (Table 1), with means over blocks and participants ranging from 68% to 101% of the presaccadic target amplitude (8 dva). They did not significantly differ between Global and Two-way adaptation blocks [F(1,9) = 2.81, P = 0.128]. ISS frequency also had no influence on SA [F(1,23,11.09) = 1.14, P > 0.250], and there was no interaction with adaptation type [F(1,88,16.90) < 1]. However, comparing mean values of the saccade amplitude, hypometria appeared more pronounced during adapting compared with nonadapting trials both during Two-way adaptation (7.27 ± 0.13 vs. 7.49 ± 0.12 dva) and during Global adaptation (7.04 ± 0.17 vs. 7.22 ± 0.15 dva), suggesting that adaptation trials enhance the tendency to undershoot [t(9) = 6.01, P < 0.001].

Saccade duration was independent of adaptation type [F(1,23,11.09) = 1.14, P > 0.250], ISS frequency, or their interaction (all F < 1). Similarly, the mean peak velocity did not significantly vary with any experimental condition (all F < 1).

Average Oculomotor Response and Model Selection

To obtain an idea of general patterns present in the data, we first alleviated baseline differences between participants. To this end, we removed the mean from the adaptation gain of each adaptation block for each participant. Then we collapsed across participants the data for each frequency and each adaptation type tested. We fitted a number of functional dependences to the resulting mean across participants using MATLAB’s nonlinear regression functions nlinfit (to obtain parameters that provide the best fit) and nlparci (to obtain 95% confidence intervals of the best-fitting parameters). After a formal model comparison using AIC and BIC, we selected model B+D+S from those listed in Table 2. The mean of the block across participants was then reinstated to overlap the fits with the data (Fig. 3). Model B+D+S was then implemented for the individual Bayesian estimation with the corresponding mean included (cf. Eq. 3). The best-fitting model included not only the sinusoidal variation but also a drift in the baseline that has been fitted with an exponential decay. Note that models that included slight modulation of the amplitude of the sinusoidal component were also competitive (not shown). However, those models were competitive only in the (noisier) Global adaptation data and required an extra parameter, and the timescale fitted was significantly larger than the timescale fitted to the baseline drift. Therefore, on the basis of parsimony and simplicity we adopted the model with fewer parameters that avails easier interpretation and suffices to account for the data presented here.

Analysis of Saccadic Response at Individual Level

First, we present the analysis of the saccadic response to the sinusoidal ISS for an example of a single participant (observer IW) who is representative of the entire sample. During Two-way adaptation (Fig. 4A; 3 cpb ISS frequency), the adaptation gain revealed a slow periodic modulation as a function of trial number, which is captured by the parametric fit of the saccadic response to the ISS.

Using the hierarchical parameter estimation procedure (see MATERIALS AND METHODS), we identified the mode of the posterior distribution for the frequency (Fig. 4B). We then used a Dirac’s δ-function centered on this estimate as a prior for the frequency and reestimated posterior distributions for the amplitude and lag parameters, as well as the parameters

<table>
<thead>
<tr>
<th>Condition</th>
<th>Preceding Nonadapting</th>
<th>3 cpb Adapting</th>
<th>Preceding Nonadapting</th>
<th>4 cpb Adapting</th>
<th>Preceding Nonadapting</th>
<th>6 cpb Adapting</th>
<th>Last Nonadapting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency, ms</td>
<td>Two-way 150 ± 7</td>
<td>156 ± 7</td>
<td>156 ± 7</td>
<td>155 ± 6</td>
<td>150 ± 8</td>
<td>156 ± 8</td>
<td>156 ± 8</td>
</tr>
<tr>
<td></td>
<td>Global 161 ± 6</td>
<td>164 ± 6</td>
<td>161 ± 6</td>
<td>164 ± 6</td>
<td>163 ± 6</td>
<td>163 ± 6</td>
<td>161 ± 5</td>
</tr>
<tr>
<td>Amplitude, dva</td>
<td>Two-way 7.61 ± 0.14</td>
<td>7.29 ± 0.16</td>
<td>7.54 ± 0.16</td>
<td>7.26 ± 0.12</td>
<td>7.52 ± 0.11</td>
<td>7.28 ± 0.14</td>
<td>7.28 ± 0.15</td>
</tr>
<tr>
<td></td>
<td>Global 7.33 ± 0.16</td>
<td>7.11 ± 0.15</td>
<td>7.21 ± 0.13</td>
<td>6.98 ± 0.16</td>
<td>7.31 ± 0.18</td>
<td>7.04 ± 0.21</td>
<td>7.04 ± 0.19</td>
</tr>
<tr>
<td>Duration, ms</td>
<td>Two-way 47 ± 3</td>
<td>49 ± 3</td>
<td>47 ± 3</td>
<td>49 ± 3</td>
<td>48 ± 3</td>
<td>49 ± 3</td>
<td>47 ± 3</td>
</tr>
<tr>
<td></td>
<td>Global 46 ± 4</td>
<td>47 ± 4</td>
<td>44 ± 4</td>
<td>46 ± 4</td>
<td>44 ± 4</td>
<td>46 ± 4</td>
<td>44 ± 4</td>
</tr>
<tr>
<td>Peak velocity, dva/s</td>
<td>Two-way 418 ± 23</td>
<td>432 ± 24</td>
<td>411 ± 21</td>
<td>420 ± 22</td>
<td>419 ± 26</td>
<td>433 ± 25</td>
<td>411 ± 21</td>
</tr>
<tr>
<td></td>
<td>Global 446 ± 34</td>
<td>453 ± 31</td>
<td>423 ± 32</td>
<td>444 ± 37</td>
<td>427 ± 33</td>
<td>453 ± 39</td>
<td>420 ± 33</td>
</tr>
</tbody>
</table>

Values are means ± SE across 10 participants for saccade parameters segregated by block and type of adaptation (Global vs. Two-way). Nonadapting blocks (zero ISS) had 100 trials; adapting blocks had 600 trials with ISS having cycles of 200, 150, and 100 saccades that resulted in a total of 3, 4, or 6 cpb. Adaptation blocks occurred in a random order during each session but were sorted here to show the data ordered by experimental condition.
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Table 2. Model comparison across five different models of the oculomotor response in the Two-way and Global adaptation conditions

<table>
<thead>
<tr>
<th>Model</th>
<th>Equation</th>
<th>#</th>
<th>MSE</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>B+D+S</td>
<td>( b_1 \sin(\frac{2\pi}{T}(t - \tau)) + b_0 \exp(-\lambda t) )</td>
<td>6</td>
<td>0.0140</td>
<td>0.0122</td>
<td>0.0110</td>
</tr>
<tr>
<td>SB1D</td>
<td>( b_1 \sin(\frac{2\pi}{T}(t - \tau)) + b_0 \exp(-\lambda t) )</td>
<td>3</td>
<td>0.0104</td>
<td>0.0134</td>
<td>0.0138</td>
</tr>
<tr>
<td>SB1S</td>
<td>( b_1 \sin(\frac{2\pi}{T}(t - \tau)) + b_0 \exp(-\lambda t) )</td>
<td>3</td>
<td>0.0231</td>
<td>0.0270</td>
<td>0.0226</td>
</tr>
<tr>
<td>D</td>
<td>( b_1 \exp(-\lambda t) )</td>
<td>2</td>
<td>0.0031</td>
<td>0.0296</td>
<td>0.0294</td>
</tr>
<tr>
<td>B</td>
<td>( b_1 = 0 )</td>
<td>1</td>
<td>0.0052</td>
<td>0.0296</td>
<td>0.0294</td>
</tr>
</tbody>
</table>

Models consist of baseline (B), drift (D), and/or sinusoidal (S) components and have variable numbers of free parameters (#). MSE, mean squared error of the fitting to the demeaned data; AIC, Akaike information criterion; BIC, Bayesian information criterion. In this model, was simply set to the mean of the (demeaned) data, that is, 0.

Models of the Two-way and Global adaptation conditions

<table>
<thead>
<tr>
<th>MSE</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0140</td>
<td>0.0122</td>
<td>0.0110</td>
</tr>
<tr>
<td>0.0104</td>
<td>0.0134</td>
<td>0.0138</td>
</tr>
<tr>
<td>0.0231</td>
<td>0.0270</td>
<td>0.0226</td>
</tr>
<tr>
<td>0.0031</td>
<td>0.0296</td>
<td>0.0294</td>
</tr>
<tr>
<td>0.0052</td>
<td>0.0296</td>
<td>0.0294</td>
</tr>
</tbody>
</table>

Models of the Global adaptation condition

<table>
<thead>
<tr>
<th>MSE</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0140</td>
<td>0.0122</td>
<td>0.0110</td>
</tr>
<tr>
<td>0.0104</td>
<td>0.0134</td>
<td>0.0138</td>
</tr>
<tr>
<td>0.0231</td>
<td>0.0270</td>
<td>0.0226</td>
</tr>
<tr>
<td>0.0031</td>
<td>0.0296</td>
<td>0.0294</td>
</tr>
<tr>
<td>0.0052</td>
<td>0.0296</td>
<td>0.0294</td>
</tr>
</tbody>
</table>

Validation of Parameter Estimation Procedure

We validated the presence of distinct periodicity in the data by computing the fast Fourier transform (FFT) of the adaptation gain for each observer and condition. The presence of the peak in the FFT of the variable (Fig. 5, A and B, show example of describing the baseline drift (Fig. 4B). The frequencies of the ISS used in each of the three conditions clearly reflect in the adaptation gain. For this observer, the estimated number of cycles of the gain for the three conditions tested—taken as the mode of the posterior distribution for the frequency parameter in the initial estimation—were 3 ± 4e⁻⁰³ cpb, 4 ± 0.04 cpb, and 6 ± 0.08 cpb, respectively (Fig. 4B, top left), corresponding almost exactly to 200, 150, and 100 saccades in each cycle for a total number of 600 trials in the block.

The amplitude of the adaptation gain (Fig. 4B, top center), expressed in units of the amplitude of the ISS (2 dva), can be taken as an indicator of how much of the ISS is reproduced by the adaptation. For this example observer, the estimated amplitudes of the adaptation gains were 0.23 ± 0.17, 0.02 ± 0.02, and 0.14 ± 0.02, corresponding to 23 ± 2%, 22 ± 2%, and 14 ± 2% of the amplitude of the ISS, respectively.

The estimated lags for the adaptation gain obtained from the corresponding posterior densities (Fig. 4B, top right) were 15.2 ± 2.6, 13.35 ± 2.4, and 8.5 ± 2.4 trials. Thus, with a small dependence on the frequency, the saccadic system adapted to the disturbance with a delay ranging between 8 and 15 trials.

The sinusoidal oculomotor response rides on a monotonic drift in adaptation gain, captured by an additional set of three parameters (Fig. 4B, bottom) defining an exponential function. For this observer, for the three successive frequency conditions of the Two-way adaptation type, the estimated values for \( B_0 \) in Eq. 3 were \(-0.68 ± 0.05, -0.70 ± 0.02, \) and \(-0.67 ± 0.07\) of the ISS amplitude. The amplitude of the decay \( B \) was estimated to be 0.30 ± 0.06, 0.21 ± 0.05, and 0.50 ± 0.06 in the same units. Finally, \( \alpha \), the timescale of the exponential drift, was estimated to be 9e⁻₀³ ± 7e⁻₀³, 8e⁻₀³ ± 3e⁻₀³, and 7e⁻₀³ ± 3e⁻₀³ trials⁻¹.

Adaptation gain in the Global adaptation condition (Fig. 4C; 3 cpb ISS frequency) also revealed a slow periodic modulation as a function of trial number. Despite an increased level in noise compared with the Two-way condition, and despite saccades now being produced in random directions, the parametric fit captured well the periodic modulation in the adaptation of saccade amplitude. The posterior densities for the three frequency conditions (Fig. 4D, top left) yielded estimates of 3 ± 0.12 cpb, 4 ± 0.10 cpb, and 6 ± 0.68 cpb, for the 3, 4, and 6 cpb frequency conditions, respectively. The corresponding estimated amplitudes of the adaptation gain (Fig. 4D, top center) were 0.14 ± 0.03, 0.17 ± 0.03, and 0.08 ± 0.03 of the ISS amplitude, that is, the adaptation gain reached 14 ± 3%, 17 ± 3%, and 8 ± 3% of the amplitude of the inducing disturbance. Adaptation gain lagged the ISS by an estimated 14.3 ± 2.6, 22.2 ± 4.1, and 18.5 ± 6.1 trials (Fig. 4D, top right). Finally, estimates of the drift parameters for the frequency of 3, 4, and 6 cpb, respectively, were -0.46 ± 0.11, -0.43 ± 0.12, and -0.46 ± 0.06 for \( B_0 \); 0.19 ± 0.14, 0.15 ± 0.14, and 0.26 ± 0.11 for \( B \); and 9e⁻₀³ ± 10e⁻₀³, 10e⁻₀³ ± 10e⁻₀³, and 14e⁻₀³ ± 9e⁻₀³ trials⁻¹ for \( \alpha \) (Fig. 4D, bottom).
observer IW) indicates that the oculomotor response acquired a modulation of frequency similar to that of the ISS. The power spectrum of the data, that is, the FFT of the autocorrelation function of the adaptation gain, also shows weight in the spectral power at that frequency (Fig. 5, C and D, show example observer IW), indicating that the autocorrelation function of the signal had a temporal structure reflecting the modulation on the timescale of the stimulus. With the exception of 6 of 120 adaptation blocks (all from the Global adaptation condition), all posterior distributions resulting from our parameter estimation procedure were unimodal and corresponded well to the values of the peaks in the absolute value of the FFT of the same data (Fig. 5, E and F). Three runs (1 for the 3 cpb, 2 for the 4 cpb conditions) had modes at the frequencies of the stimulus but also presented much smaller secondary peaks at another of the tested frequencies, possibly suggesting a contamination from a previous block. Data from participant CC in the Global adaptation type tested at frequencies 3 and 6 cpb gave posteriors with modes at the boundaries of the prior range (2 cpb and 8 cpb for the 6 cpb and 3 cpb conditions tested), suggesting that the data were corrupted by excessive noise. This participant was also the oldest in the...
group tested, and given that the Global type was clearly more tiring on every participant, it is also possible that this participant’s oculomotor system was simply unable to track the sinusoidal disturbance. All Global data for the participant were taken in a single session. Therefore, we excluded all Global adaptation data from this participant from all further analysis. His Two-way adaptation session did not display any obvious anomaly and was retained for full analysis (cf. Fig. 5E).

Analysis of Saccadic Response at Population Level

We estimated the model parameters for each of the participants and conditions for both the periodic (Fig. 6, A–C, left) and drift (Fig. 6, D–F, left) components of the response. The frequency of the disturbance was consistently extracted across all participants. The data recorded during Global adaptation had much higher variability, but in only 3 (only 1 of which was kept for further analysis) of 30 cases in the Global condition (and none in the Two-way condition) did the frequency estimates differ by >0.5 cpb from the corresponding ISS frequency (Figs. 5F and 6A; also see below).

For Two-way adaptation, the estimated frequencies averaged to 3.06 ± 0.03, 4.04 ± 0.03, and 6.06 ± 0.05 cpb for ISS frequencies of 3, 4, and 6 cpb, respectively (Fig. 6A, right). In the Global adaptation conditions, the corresponding values were 3.00 ± 0.05, 3.98 ± 0.06, and 6.04 ± 0.10 cpb. The estimated frequency depended on the ISS frequency \( F(1.47,11.80) = 1.87223, P < 0.001 \) but not on adaptation type \( F(1.8) = 1.00, P > 0.250 \) or on the interaction between frequency and adaptation type \( F(1.45,11.63) = 0.27, P > 0.250 \).

To obtain population averages for parameters other than the frequency, we weighted individual estimates by their reliability (i.e., their SDs). The estimated amplitudes of the adaptation gain in the three Two-way conditions were 0.16 ± 0.01, 0.14 ± 0.01, and 0.12 ± 0.02 or 16%, 14%, and 12% of the amplitude of the ISS (P, 2 dva), respectively (Fig. 6B, right). Correspondingly, for the Global adaptation conditions we estimated gain amplitudes of 0.10 ± 0.01, 0.09 ± 0.01, and 0.08 ± 0.01 or equivalently 10 ± 1%, 9 ± 1%, and 8 ± 1% of the ISS amplitude. Indeed, amplitudes were significantly higher during Two-way compared with Global adaptation \( F(1.8) = 34.71, P < 0.001 \) and higher for slower modulations than for faster ones \( F(1.30,10.40) = 10.78, P = 0.005 \). The interaction between ISS frequency and adaptation condition was not significant \( F(1.85,14.73) = 1.42, P > 0.250 \).

The population estimates for the lags were 20.47 ± 3.85, 16.60 ± 2.27, and 10.49 ± 2.15 trials behind the peak of the ISS for the Two-way adaptation conditions and 28.88 ± 4.48, 24.77 ± 3.40, and 20.49 ± 1.92 trials for the Global adaptation in the 3, 4, and 6 cpb conditions, respectively (Fig. 6C, right). The ANOVA confirmed that lags were significantly longer in

---

Fig. 5. Validation of the frequency estimation using fast Fourier transform. A and B: absolute value of the Fourier transform of the adaptation gain for example observer IW, for the 3 cpb ISS-frequency condition in Two-way and Global adaptation, respectively. Note the clear peaks at approximately the frequency of the ISS. C and D: power spectrum of the ISS and the adaptation gain for the same observer. The peak in the power spectrum of the gain at a nonzero frequency (that of the ISS) ensures that its inverse Fourier transform (i.e., the autocorrelation function of the gain) does not display the monotonic decaying pattern that is characteristic in fixed-step adaptation paradigms. E and F: scatterplots of the estimated frequencies and the peaks of the amplitude of the Fourier transform of the adaptation gain. Note that individual points are superimposed when their estimated frequencies coincided. a.u., Arbitrary units.
the Global than the Two-way adaptation condition \(F(1,8) = 10.66, P = 0.011\). Moreover, lags decreased with ISS frequency \(F(1,31,10.45) = 5.35, P = 0.035\), irrespective of adaptation condition [interaction: \(F(1,56,12.47) < 1\)]. Note, however, that in each condition the cycle has a different length (200, 150, or 100 trials). Therefore, the phase difference between the peaks of the ISS and the adaptation gain (i.e., the relative distance as a portion of the cycle) remains relatively constant (0.67 radians, or ~10% of 1 cycle) in the three Two-way conditions, while it increases somewhat with the frequency (0.91, 1.04, and 1.29 radians, ~15–20% of one cycle) in the Global conditions. An ANOVA on the lag expressed in these units yielded a main effect of adaptation type \(F(1,8) = 17.13, P = 0.003\) but no effect of frequency \(F(1,63,13.05) = 0.36, P > 0.250\) and no significant interaction between these two factors \(F(1,47,11.77) = 2.02, P = 0.165\).

The population estimates for the baseline asymptote \(B_0\) (cf. Eq. 3; Fig. 6D, right) in the Two-way and Global conditions were \(-0.38 \pm 0.07, -0.44 \pm 0.06, \) and \(-0.32 \pm 0.07 \) and \(-0.52 \pm 0.04, -0.43 \pm 0.04, \) and \(-0.44 \pm 0.05\) of the ISS amplitude, respectively. The estimates of the drift amplitude \(B\) (cf. Eq. 3; Fig. 6E, right) gave 0.34 \pm 0.04, 0.32 \pm 0.05, and 0.32 \pm 0.04 of the ISS amplitude in the Two-way conditions and 0.33 \pm 0.07, 0.14 \pm 0.04, and 0.26 \pm 0.04 in the Global conditions. Finally, the decay timescale \(\alpha\) (cf. Eq. 3; Fig. 6F, right) was estimated to be \(6.5e^{-03} \pm 1.8e^{-03}, 5.7e^{-03} \pm 2.9e^{-03}, \) and \(11.3e^{-03} \pm 2.4e^{-03}\) trials\(^{-1}\) in each of the Two-way conditions and \(6.5e^{-03} \pm 1.8e^{-03}, 10.0e^{-03} \pm 1.4e^{-03}, \) and \(9.5e^{-03} \pm 1.6e^{-03}\) trials\(^{-1}\) in each of the Global conditions. ANOVAs suggested that these parameters are largely consistent across adaptation types and ISS frequencies, with no significant main effects or interactions on any of the drift parameters (all \(F < 3.1; \) all \(P > 0.11\)).

Assessing the Evidence for a Periodic Oculomotor Response

To assess the quality of the fit to the data, we computed the ratio of the odds for the sinusoidal model and the odds for a drift-only model consisting of just the drift in the baseline (Hudson and Landy 2012; Kass and Raftery 1995). The resulting values are called evidence and provided in decibels as 10 times the log\(_{10}\) of the ratio. Positive values of the evidence indicate that the odds of a model that includes the sinusoidal component are higher than those of the drift-only model; we consider evidence exceeding 3 dB as supporting the presence of a sinusoidal signal (Hudson and Landy 2012). We obtained these values for the initial estimation, used to determine the frequency of the response, as well as for the subsequent fixed-frequency estimation, used to estimate all other model parameters. For the initial estimation and Two-way adaptation the values of the evidence ranged from \(-0.6\) to 272 dB, with averages of 108.2 ± 21.3, 88.3 ± 13.7, and 56.9 ± 19.8 dB for
the 3, 4, and 6 cpb conditions, respectively. Apart from a single negative value in a 6 cpb run, the next smallest value was 11.3 dB. Thus for 29 estimates in the Two-way condition we found very strong evidence for the presence of the sinusoidal component compared with a drift-only model. In the initial estimation for the Global conditions, the evidence ranged from −6.7 to 53.4 dB, with averages of 12.7 ± 4.4, 9.8 ± 6.3, and 5.9 ± 4.0 dB for the 3, 4, and 6 cpb conditions, respectively. Seven of 27 evidence values were negative, and an additional 4 had magnitudes < 3 dB.

For the second estimation performed with fixed frequency these numbers improved significantly. For Two-way adaptation in this second stage the values of the evidence ranged between 44 and 669 dB, with averages of 219.0 ± 42.8, 218.3 ± 55.8, and 165.9 ± 32.0 dB for the 3, 4, and 6 cpb conditions, respectively. In the Global conditions, the fixed-frequency estimation yielded evidences ranging between 16.8 and 494.4 dB, with averages of 96.7 ± 22.8, 154.7 ± 50.3, and 92.9 ± 28.8 dB for the 3, 4, and 6 cpb conditions. In this estimation stage, the overall minimum for the evidence was more than fivefold the threshold that would suggest strong support for the sinusoidal model. Therefore, these figures suggest very solid support in favor of the presence of the hypothesized periodic modulation in the oculomotor response.

DISCUSSION

We investigated the oculomotor response to a visual disturbance created by an ISS of the saccade target along the movement direction, which continuously varied across trials following a sinusoidal function. We observed a discernible and reproducible change in saccade amplitude with structural features related to the disturbance. To establish and understand the relation between the visual disturbance and this oculomotor response, our analyses consisted of a three-step approach. First, we fitted a set of formal models to the average of the demeaned individual data. Using statistical model comparison, we found that two additive contributions best described the saccadic response: a sinusoidal modulation of the saccade amplitude (and, consequently, of the adaptation gain) and an exponential drift in the baseline. Second, we used a hierarchical Bayesian parameter estimation procedure to determine the features of this response on an individual basis and compared them across three frequencies of the ISS and two types of adaptation (Two-way and Global; Rolfs et al. 2010). Third, we showed that the individual data strongly support the additive model (sinusoid + drift) as compared to a model assuming the baseline drift alone.

The periodic component of the oculomotor response closely followed the frequency of the ISS across all conditions (no observer’s data showed deviations > 10%). Its amplitude was modest (8–16% of the amplitude of the ISS) and larger for Two-way than for Global adaptation and for lower ISS frequencies than for higher ones. At the same time, the oculomotor response lagged the ISS by a constant fraction of the cycle for the three different ISS frequencies and by fewer trials (or a smaller fraction of the cycle) in the Two-way than the Global adaptation condition. In addition to this periodic component of the oculomotor response, we observed substantial drift that increased saccadic undershooting across consecutive trials. This drift was comparable across the three ISS frequencies and the two types of adaptation (on average 39% of the ISS amplitude in the Two-way adaptation and 44% in the Global conditions). Both contributions should be considered when assessing the degree of efficiency or completeness of adaptation.

Indeed, these results highlight unique features of our empirical approach. In contrast to more traditional saccadic adaptation protocols (see Hopp and Fuchs 2004 for review), our protocol does not require several instantiations per participant to enhance signal-to-noise ratio of the response: we obtained clean parametric fits for individual data sets in almost all cases. Second, our protocol enables dissociation of two consequences of adaptation: an active response to the part of the stimulus that varies systematically across trials (here, a periodic response) and a drift toward larger hypometria that does not vary across stimulus conditions. Many saccadic adaptation protocols find exponential changes in saccade amplitude that may contain such drift superimposed on (and indistinguishable from) the systematic response of the oculomotor system to the altered feedback it receives during adaptation. Finally, the lag of the oculomotor response appears to be an intrinsic feature of sinusoidal adaptation. In fixed-step protocols, the decay timescale τ measures the rate of change of the VE because its size at n + 1 has decreased by 1/τ with respect to trial n. For a sinusoidal ISS, the rate of change is provided by its angular frequency, or the change in the phase produced by one trial, $2\pi f f/N$. Whereas there may be a lag in fixed-step protocols (e.g., Vaswani and Shadmehr 2013), typical fits of decaying exponentials do not feature a parameter equivalent to the lag, and if they did (e.g., in terms of a delayed exponential), that parameter (and its potential trade-offs with the timescale τ) might not be well constrained by intrinsically noisy saccade gain data.

Relation to Previous Work: Role of Variation and Variability of Experienced Error

The vast bulk of studies on saccadic adaptation have used target displacements of constant size (fixed-step protocols), which generally come in one of two variants. In the first and most common variant, the size of the ISS is a constant proportion of the presaccadic target amplitude (e.g., Herman et al. 2013; Hopp and Fuchs 2004; McLaughlin 1967). In this paradigm, as the amplitude of the saccade adapts, the VE progressively decreases (Fig. 1A). In a second variant (Robinson et al. 2003), the target is also displaced by a constant proportion of the first target step, but relative to the saccade landing position detected right before saccade landing. This manipulation ensures a feedback with constant VE but means that the resulting (surreptitious) extra displacement of the target progressively changes as a proportion of the presaccadic target amplitude (Fig. 1B).

The latter paradigm proved more efficient in inducing adaptation (Robinson et al. 2003), a feature that was argued to be a consequence of the saccadic system experiencing consistently larger VE than a fixed-ISS protocol would have caused. However, others have argued that the oculomotor system predicts—with commendable precision—where to expect the target upon landing (Collins et al. 2009). In this scenario, the ISS is a proxy for the prediction error that, in addition to the VE, can drive adaptation (Collins and Wallman 2012). Because both variants...
of these fixed-step protocols (ISS or VE) result in an evolution of the SG, one could argue that the apparently constant disturbances result in passive (or induced) variation in the feedback. With a constant ISS, the variation manifests in the VE; with a constant VE, the variation manifests in the prediction error. The oculomotor system may take this continuous variation as evidence that the error must be attributed to an inaccuracy of the eye’s own movement, and not simply to motion of the target in the world, thus inducing saccadic adaptation (see also Wei and Körding 2009).

Other studies have gone beyond the fixed-step protocol by adding random ISS sequences across the adapting trials (Srimal et al. 2008) or by adding variability to the VE while still keeping its mean constant (Havermann and Lappe 2010). Srimal et al. (2008) fitted the trial-by-trial correction to the saccade amplitudes with a delta rule-based state equation, in which adaptation is driven by the difference between the predicted saccade gain and the perturbation experienced on the current trial, weighted by a learning rate. They found that the magnitude of the learning rate was comparable for a fixed ISS and for ISSs that randomly changed between two magnitudes and signs across trials. On the basis of this result, the authors argued for a simple, obligatory learning process underlying saccadic adaptation, in which the oculomotor response is a superposition of trial-by-trial corrections. Havermann and Lappe (2010) used the fixed-VE protocol (Robinson et al. 2003) but added variability to the VE size that was drawn from Gaussian distributions with three different degrees of variability (i.e., standard deviations). The authors reported a marked effect of variability on the adaptation rate that could not be explained by a linear superposition of corrections to the trial-by-trial magnitudes of the VE (when its mean value was kept constant), contrary to what Srimal et al. (2008) proposed.

Indeed, our results suggest that the oculomotor system very clearly differentiates between structured variation of the position of the target and variability in its location. Havermann and Lappe (2010) still observed adaptation when the variability in the VE was larger than the size of the mean. In that condition, however, the efficiency of adaptation was greatly hampered compared with low-variability conditions, suggesting that the system’s estimate of the stimulus mean was compromised. Our stimulus had overall zero mean in each adapting block (we used an integer number of cycles). It did not have zero variability, however, even when the size of the second step did not have added jitter. In fact, a sine wave has a variance that increases monotonically to one-half of the square of the amplitude and then remains within a narrow range from this asymptote after the first cycle. Thus our stimulus could be viewed by the oculomotor system as a disturbance that carries a variance of half the square of the ISS amplitude around a mean close to zero beyond the first cycle. If the saccade amplitude on a given trial were based on the statistics of a long trial history (e.g., the entire adaptation block), the change in the mean and variability—throughout the first cycle of the ISS and beyond—would be expected to produce decay in the efficiency of adaptation. This decay should result in a significant reduction of the amplitude of the sinusoidal component, in incomplete cycles, or in erratic frequency. None of these predictions was supported by our data. Instead, we observed a clear periodic variation that can be fitted with an undistorted sinusoid with reduced amplitude, suggesting that the system integrates some share of the recently experienced stimulus rather than the entire stimulus history (see also below).

**Possible Origins of Drift**

In our data, the clear periodic oculomotor response rode on substantial drift in the baseline saccade gain, increasing hypometria over a block of trials. Its pervasiveness across experimental conditions suggests that this drift is largely stimulus independent. However, it is unlikely to reflect systematic measurement error such as a decrease in calibration accuracy, which would be reflected in biases in the saccadic landing site (x and y coordinates), not in a continuous reduction of saccade gain.

An alternative explanation of the drift is that our protocol featured both inward (negative ISS) and outward (positive ISS) adaptation, and the latter has been shown to be slower and less efficient in fixed-step protocols (Ethier et al. 2008b; Fuchs et al. 1996; Miller et al. 1981; Robinson et al. 2003; Scudder et al. 1998; Straube et al. 1997). The sinusoidal excursion of the ISS was always symmetrical with respect to the eccentricity of the presaccadic target in both size and trial intervals. The VE also displayed a clear sinusoidal variation (data not shown), which in most of the participants had a positive mean, because SAs were largely hypometric. This hypometria would introduce an effective contribution to the visual feedback of sign opposite to that of the drift observed. Indeed, our cycle lengths were between 100 (6 cpb condition) and 200 (3 cpb condition) trials, with at least 50 positive ISSs followed by 50 negative ISSs, etc. Even assuming hypometria, stronger inward adaptation should leave traces of the reversals of adaptation (e.g., reduced amplitude when the gain increases) or at least slowing down of the trial-by-trial evolution of the drift. None of these effects was apparent in our data. On the contrary, despite the fact that our stimulus introduced an initial imbalance in the outward direction (the first half-period of the ISS was outward), the periodic response followed rapidly with a lag of 10–30 trials on average and we observed the largest increases in hypometria in the beginning of each adaptation block (the drift was well fit by a decaying exponential). Therefore, we do not believe that the pervasive inward drift of the baseline can be explained by inward adaptation being more efficient than outward adaptation.

Yet there was no driving stimulus to explain this drift in the way a constant displacement drives adaptation in fixed-step protocols. Instead, it could be a consequence of the accumulation of some oculomotor bias (Cameron et al. 2015), possibly to minimize saccadic flight time (Harris 1995; Harris and Wolpert 2006)—a requirement that may be exacerbated by the fast pacing used in our experiments (see also Gray et al. 2014)—or a misalignment of proprioception and the visual estimation of target and eye position (Šmeets et al. 2006). Alternatively, it may be indicating the presence of a learner with a forgetting rate below unity (Ethier et al. 2008a; Huang and Shadmehr 2009; Smith et al. 2006; van der Kooy et al. 2015). It is worth pointing out that this process should not be understood as a second learning process, unfolding its effect on a different timescale (e.g., Ethier et al. 2008a; Körding et al. 2007; Smith et al. 2006). To address the number of learners involved in adapting to continuously varying stimuli, future studies could combine the present paradigm with error-clamp
trials (cf. Ethier et al. 2008a, 2008b; Smith et al. 2006) or combine multiple frequencies in the same block of adapting trials (see Hudson and Landy 2016 for a related approach).

A (Delta-Rule) State Equation for Sinusoidal Adaptation Data?

Assuming the simplest version of a delta-rule state equation (Nassar et al. 2010; Rescorla and Wagner 1972; Sutton and Barto 1981), Srimal et al. (2008) demonstrated that, in saccadic adaptation, learning takes place even when visual feedback cannot be used to improve overall behavior, via a mechanism that is rapid and obligatory and does not require conscious awareness. They based this conclusion on the fact that they could fit saccadic adaptation data in two different paradigms—a fully consistent and a pseudorandom stimulus—using a single learning rate of comparable magnitude. This conclusion seems to leave little space for involvement of more than the last experienced feedback in the error-correction mechanism. While this may be true, it is puzzling how humans could track correlated stimulus sequences if their sensorimotor system only relies on its latest observed value (Baddeley et al. 2003; Burge et al. 2008) or show oculomotor adjustments dependent on errors correlated over long timescales (Wong and Shelhamer 2011b, 2014). Inspection of the mathematical consequences of the iteration implied in their state equation (e.g., Cheng and Sabes 2006) shows that any part of the postsaccadic target amplitude that is held constant across a set of adaptation trials will result in an asymptotic bound for the saccade amplitude. If the ISS is changed randomly, with no correlation from one trial to the next, the state equation predicts a wandering evolution of the size of the saccade amplitude in between the asymptotes set by both sizes of the ISS used, in agreement with what the authors observed (Srimal et al. 2008).

However, when a similar algorithm is applied to a correlated stimulus (e.g., a random walker or a sinusoidal disturbance), the same state equation predicts an extra term that has the form of a convolution of the ISS with weights given by powers of a function of the learning rate. Because of the weights being powers of a number smaller than unity, there will be an effective number of trials beyond which adding the effect of more trials will not make much difference. This term could be seen as defining a response function of the saccadic system that convolves the (variable part of the) disturbance. The presence of a lag in the response underscores such integration. Viewed from this perspective, an error-correcting mechanism that changes the adaptive state of the oculomotor system—via the delta rule algorithm—may have developed to extract correlations present in the disturbance that may need to be tracked to mitigate its effect. In agreement with this idea, studies of visuomotor adaptation in manual reaching have found stronger or more persistent adaptation for highly correlated stimuli (Castro et al. 2014; Huang and Shadmehr 2009) and saccadic adaptation shows higher completeness with gradually changing stimuli (Wong and Shelhamer 2011a) or when the disturbances involve very small ISSs (Herman et al. 2013).

In summary, the idea that only the last experienced feedback matters (Collins 2014; Srimal et al. 2008) may be true, but the widespread use of disturbances with very limited internal dynamics may have undermined the ability of the system to track the stimulus and extract its correlation content. The return-to-baseline adaptation observed in fixed-step protocols would then result as a consequence of the specific dynamics of those disturbances. Thus using disturbances with more varied dynamics may help constrain delta-rule state equation models of adaptive human responses and extract realistic parameters for the learning rates. We defer a quantitative analysis of this point of view to a further communication.

Higher Environmental Consistency Improves Adaptation Rate

Motor adaptation occurs through the continual recalibration (or updating) of a sensorimotor mapping. The feedback error that drives this recalibration can have random (i.e., observation, measurement, or execution noise) or systematic (i.e., correlation between successive instances of the feedback) components. It has been argued that the learning rate would be hampered by higher random noise while a higher component of the systematic part would enhance it. In the case of a random walker, a higher drift of the walker has been associated with driving higher such recalibration (Burge et al. 2008).

Because a sinusoidal ISS clearly displays a consistent correlation in the size of the steps that the disturbance takes across trials, our stimulus indeed resembles a walker with a systematic displacement across trials, as opposed to being random. In our data, the drift of the walker would be associated with a trial-by-trial rate of change in the disturbance—its angular frequency or the change of phase produced by one trial. Such rate will grow proportional to the frequency of the disturbance. On that basis one would expect the learning rate to grow higher as the frequency increases. In fact, our data suggest the opposite: we obtained most efficient adaptation at the lowest frequency tested.

This result may become more intuitive when we consider an alternative view of “consistency”—one not strictly associated to the variability in the stimulus (Havermann and Lappe 2010) but to its degree of correlation (Castro et al. 2014; Huang and Shadmehr 2009). A highly correlated stimulus would change little from one trial to the next, providing confidence to the sensorimotor system to learn the stimulus more efficiently. Castro and collaborators (2014) have suggested an operational definition of stimulus consistency based on its lag-1 autocorrelation function. In the case of a sinusoidal disturbance that is precisely the cosine of its angular frequency (note that for a larger frequency the cosine of the angular frequency and consequently the lag-1 autocorrelation of the stimulus will be smaller). Furthermore, these authors argued that a higher value of this property in the stimulus would result in higher adaptation. This prediction is consistent with what we observe in our data on average and in each individual data set, which may point to a difference in learning rates between ISS frequency conditions.

Differences Between Vector-Specific and Global Adaptation and Potential Neural Substrates

Recent studies have challenged the notion that saccadic adaptation is genuinely vector specific—previously considered a hallmark of oculomotor learning (Hopp and Fuchs 2004)—and suggested instead that adaptation of a large range of saccade amplitudes and directions can develop rapidly at the same time (Garaas and Pomplun 2011; Rolfs et al. 2010). Our
Global and Two-way adaptation conditions (adopted from Rolfs et al. 2010) allow us to venture a comparison of the dynamics of global and vector-specific adaptation. Adaptation in the Global condition reached a lower degree of completeness than in the Two-way condition, with lags about twice as long. At least three different explanations may account for these differences.

The first (and the least exciting) explanation is a difference in observers’ awareness of the induced target steps. Recently, Collins (2014) suggested that awareness of the target step may lead to less efficient adaptation, perhaps as a result of an attribution of the target step to external motion rather than insufficiency of the movement program (Robinson et al. 2003; Wei and Körding 2009). To explain our findings in this light, however, the ISS would need to be more readily detected for saccades in random than in horizontal directions, a prediction that is at odds with the subjective reports of our observers and that finds little support in published data (Bansal et al. 2015; Rolfs et al. 2010).

A second explanation of a reduced amplitude and increased lag of the periodic oculomotor response in the Global condition is that global adaptation is in fact just the result of a superposition of vector-specific adaptation of each saccade vector (with some transfer to similar saccade vectors). As a consequence, adaptation would progress more slowly if many saccade directions were adapted at the same time. On the basis of simulations of the evolution of global saccade gain in this scenario, Rolfs et al. (2010) have ruled out this explanation for their data: A continuous summation of vector-specific adaptation in many directions fell short of the completeness of adaptation observed in the Global condition. The authors only tested inward adaptation in the fixed-step protocol, in which—as we pointed out above—the observed adaptation may be contaminated with additive drift toward stronger hysteresis. However, our present results suggest that this drift is of similar magnitude and time course in the Global and Two-way conditions, such that the authors’ argument still holds. Therefore, the present data constitute the first recordings of global adaptation with ISS other than fixed and inward, showing consistent and significant adaptation of the SA, irrespective of the random directions of the saccades conforming to the ISS cycle.

Perhaps the most likely (and certainly the most intriguing) explanation of the differences in lag and amplitude is that during Global saccadic adaptation the system uses an integration window that reaches further into the past, giving less weight to any single ISS experienced. Indeed, reducing the “consistency” weights may be a reasonable strategy of the system when the direction of the saccade is changing randomly and the error signals contain more intrinsic variability (landing sites, and thus VEs, were more variable in Global than in Two-way adaptation). This strategy would indeed predict a reduced magnitude and more delayed response of the oculomotor system without implying a less efficient learning process.

These differences must be reflected in the neural processes underlying learning in the oculomotor system. Indeed, the emerging picture of the neurophysiological processes giving rise to adaptation of targeting saccades involves the coordination of a number of brain structures. In brief, the superior colliculus (SC), a retinotopically organized midbrain structure, may generate an error signal, resulting in vector-specific adaptation of SG (Kaku et al. 2009; Soetedjo et al. 2009). The oculomotor portion of the cerebellum may then use this signal to yield fine adjustments in saccade gain. Evidence from anatomical, electrophysiological, inactivation, and lesion studies suggests that the oculomotor vermis (OV) is a crucial part of the adaptation pathway downstream of the SC (see Dash and Thier 2014 for review). In particular, the duration of bursts in the OV shows a gradual change that is commensurate with the gradual changes in amplitude seen in the fixed-step paradigm (Catz et al. 2008; Kojima et al. 2010). The cerebellum’s caudal fastigial nucleus, which shows a similar discharge pattern (Inaba et al. 2003; Scudder and McGee 2003), is thought to inherit this discharge pattern from the OV, to then relay it to the saccadic burst generator in the brain stem (Kojima et al. 2008), resulting in the adapted saccade amplitude.

Whereas these physiological results provide a consistent account of vector-specific adaptation, a learning signal yielding global saccadic adaptation has yet to be found. This learning signal may well have a different origin than the SC and may thus yield different learning coefficients implemented downstream. Indeed, neurons in the OV can be selective or unselective for saccade direction (Kase et al. 1980), suggesting largely different innervation. Alternatively, cerebellar target regions downstream of the SC (including the OV and the fastigial nucleus) may track the spatial statistics of the learning signals they receive and form vector specificity only if signals originate from the same site in the SC over many saccades. Indeed, in this scenario, global adaptation would be the default response of the system to experienced error signals. Vector-specific adaptation, in turn, would be a consequence of increasing selectivity of a spatial prior, perhaps by altering the efficacy of the relevant subsets of direction-selective neurons (Schweighofer et al. 1996a, 1996b). By allowing us to closely track the time dependence of SG and corresponding neural signals at the same time, our paradigm has great promise to elucidate differences in the neural underpinnings between vector-specific and global adaptation.

Conclusions

Using a continuous and periodic disturbance, sinusoidal adaptation provides a novel and effective way to test the plasticity of saccadic behavior. In combination with a sensitive parameter estimation procedure we uncovered the global average response of the system to such disturbance. The paradigm comes with a number of experimental advantages with respect to the traditional fixed-step protocol, including intrinsic features that tap the temporal properties of adaptation in the oculomotor system in an unprecedented way. Adopting this paradigm in this field promises to fundamentally improve our understanding of the dynamics of oculomotor plasticity in healthy participants and to probe its alterations in clinical populations.
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